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Abstract—For many wireless sensor networks, high accuracy and low complexity localization techniques are crucial to their successful deployment. The radio interferometric positioning system (RIPS) has been introduced for accurate localization with low complexity. In this paper, a dual-tone radio interferometric positioning system (DRIPS) is proposed to localize multiple targets simultaneously. In DRIPS, multiple asynchronous targets emit dual-tone signals, and synchronous anchor receivers (nodes with known positions) extract phase information of low-frequency differential tones created by squaring the received dual-tone signals. Multiple time-of-arrivals (TOAs) coupled with unknown offsets due to the asynchronous targets are estimated based on the phase information. Accordingly, a localization algorithm taking the integer ambiguity issue into account is developed. Moreover, considering the case without accurate knowledge of the frequencies of the differential tones, an ESPRIT-type algorithm is proposed to estimate the frequencies. The proposed DRIPS is robust to flat-fading channels, immune to uncertainties of local oscillators, and able to distinguish different targets. In order to show more insights of the performance limit of the DRIPS, Cramér-Rao bounds (CRBs) are derived. Simulation results illustrate the merits of the proposed DRIPS.
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I. INTRODUCTION

Wireless sensor networks (WSNs) have numerous applications, such as industrial process monitoring, disaster rescue, battlefield surveillance, geographical routing, and so on. One key issue for the successful deployment of WSNs is location awareness [1], [2]. The data collected by sensors should be stamped with their corresponding locations in many applications. The stringent power and cost constraints of WSNs challenge the design of low-complexity localization approaches. The high-accuracy requirement further increases the localization difficulties. In general, localization can be accomplished in two steps: i) extract metrics bearing location information, and ii) estimate locations based on the metrics obtained from the first step.

According to the metrics employed by localization systems, they can be roughly categorized as systems using coarse or fine metrics. Typical coarse metrics, such as received signal strength (RSS) [3], [4] and wireless connectivity [5], can be achieved in a cost-efficient way. However, the localization accuracy using coarse metrics may not satisfy high requirements of WSNs [6], [7]. Fine metrics, such as time-of-arrival (TOA) [8] and frequency-difference-of-arrival (FDOA) [9], improve localization accuracy, but may increase system cost. For example, time-based localization using ultra-wideband (UWB) impulse radio (IR) [10], [11] can achieve accurate localization. Nevertheless, the prohibitively high Nyquist sampling rate and dedicated hardware of UWB systems impede their feasibility in some applications. Therefore, with the power and cost constraints, it is of great interest to increase the localization accuracy using narrowband signals.

A low-complexity radio interferometric positioning system (RIPS) is proposed in [12] to achieve high localization accuracy. In RIPS, two asynchronous nodes at different locations emit sinusoids, whose frequencies differ slightly from each other. Two synchronous nodes use the RSS indicator (RSSI) to independently extract low-frequency differential tones, whose phase difference is approximately in a linear relationship with the range information among the four nodes. However, the RIPS faces the integer ambiguity issue, requires scheduling for multiple measurements, and cannot handle fading channels. Several modified RIPS-based methods are proposed in [13], [14] to track mobile targets, where Doppler shifts are further explored. Moreover, spinning anchors transmitting radio signals with fixed frequencies (SpinLoc) are employed in [15] to produce specified Doppler signals, and then angle-of-arrivals (AOAs) are estimated as localization metrics. TripLoc in [16] employs AOA estimates based on the RIPS measurements for localization as well. The integer ambiguity issue is resolved in TripLoc thanks to the special design of the antenna arrays. Software defined radios are used to implement interferometric localization with the assistance of AOAs in [17]. The FPGA implementation of the RIPS is investigated in [18] to provide a more robust and flexible platform. A stochastic RIPS (SRIPS) is proposed in [19] to make use of radios at 2.4 GHz. Most of these systems inherit the original signal design of the RIPS. On the other hand, fading channels, tedious measurements and the integer ambiguity still impose great challenges on most RIPS-type systems.

Furthermore, an asynchronous RIPS (ARIPS) is proposed in [20] employing dual-tone signals, where two tones are not close to each other and low-frequency differential tones are created by mixing the dual-tone signals from different transmitters. Thus, its dual-tone signal is totally different from the one proposed in this paper. Further, the ARIPS still suffers...
from fading channels. Recently, a dual-tone radio interferometric positioning system using undersampling techniques (uDRIPS) is proposed in [21]. Although uDRIPS employs the similar dual-tone signal as the one proposed in this paper, its receiver using the undersampling techniques is distinct from the receiver proposed in this paper. In addition, only a single-target scenario is considered in uDRIPS.

In this paper, we propose a dual-tone radio interferometric positioning system (DRIPS) for multi-target localization under flat-fading channels. In DRIPS, multiple asynchronous targets emit dual-tone signals, which are designed to be well separated from each other. The two tones of the dual-tone signal are set apart less than the channel coherence bandwidth, and thus they will be affected by the same fading effects. The flat-fading channel model is well accommodated in the DRIPS. At the anchor receiver, the dual-tone signals are squared similarly as in the RIPS to create low-frequency differential tones, whose phases include TOAs and offsets due to the asynchronous targets. With the help of synchronous anchor receivers, low-complexity localization algorithms are developed using the biased TOAs (TOAs with offsets) and taking a simplified integer ambiguity problem into account. Furthermore, due to various reasons (e.g. randomness of local oscillators (LOs) and unreliable environments), exact knowledge of the frequencies of the differential tones may not be available. An ESPRIT-type frequency estimation algorithm is proposed to deal with this situation. The Cramér-Rao bounds (CRBs) of the range estimates are derived to show more insights of the performance limit of the DRIPS.

In summary, our proposed DRIPS has the following advantages: i) multiple targets can be localized simultaneously, and no synchronization requirements are imposed on them; ii) the range estimation is robust to flat-fading channels; iii) the synchronization errors from carrier frequency offsets (CFOs) and random initial phases due to unreliable LOs can be eliminated during the phase extraction; iv) the resolvable range restricted by the integer ambiguity issue increases; and v) the estimated TOAs are associated with the targets automatically, as different frequencies are used as physical identities (IDs) for different targets.

The rest of the paper is organized as follows. In Section II, the system model is introduced for a multi-target scenario. The ranging approach in the DRIPS is proposed in Section III. The localization algorithm is accordingly developed in Section IV, where the integer ambiguity issue is addressed as well. Furthermore, the ESPRIT-type algorithm is designed to estimate the frequencies to deal with frequency uncertainties in Section V. The CRBs of the range estimates are derived in Section VI to reveal the relationship between the ranging performance and system parameters. The simulation results are shown in Section VII. The conclusions are drawn at the end of this paper.

Notations: Upper (lower) bold face letters denote matrices (column vectors). The notation \([X]_{m,n}\) denotes the element on the \(m\)th row and \(n\)th column of the matrix \(X\), and the notation \([x]_n\) indicates the \(n\)th element of \(x\). The vector \(\theta_m\) (\(1_m\)) and the matrix \(I_m\) are all-zero (all-one) column vector of length \(m\) and an identity matrix of size \(m \times m\), respectively. Moreover, the operators \((\cdot)^T\), \((\cdot)^H\), \(*\), \(|\cdot|\) and \([\cdot]\) denote transpose, conjugate transpose, element-wise conjugate, absolute value, and floor function, respectively. All other notations should be self-explanatory.

II. SYSTEM MODEL

Let us consider the multi-target scenario where \(K\) active targets start to emit dual-tone signals at different time instants, and \(M\) anchors (nodes with known positions) receive and process these signals. Without loss of generality, the bandpass complex representation of the dual-tone signal emitted by the \(k\)th target can be written as

\[
s_k(t) = a_k e^{j\phi_k} e^{j2\pi f_k(t - t_k)} \left(1 + e^{j2\pi g_k(t - t_k)}\right),
\]

where \(f_k\) is the frequency of the first tone and greater than zero, \(g_k\) is the small frequency difference between the two tones and greater than zero as well, \(\phi_k\) denotes the unknown initial phase offset due to the oscillator uncertainty of the target transmitter, \(a_k\) is the real-valued amplitude of the dual-tone signal, and \(t_k\) is the unknown time instant that the \(k\)th target starts to transmit. Note that the unknown \(t_k\) introduces an extra phase difference between the two tones. It is due to the lack of time synchronization among the target transmitters and the anchor receivers. Furthermore, the internal delay of the target transmitter may cause an unknown \(t_k\) as well. The following assumptions are adopted throughout the paper.

Assumption 1: All \(M\) anchor receivers are synchronized. As a result, the start instant \(t_k\) of the \(k\)th target transmitter is the same with respect to (w.r.t.) all the anchors.

Assumption 2: The frequency difference \(g_k\) is smaller than the channel coherence bandwidth.

Although time synchronization is required among anchors as Assumption 1, such a requirement is not imposed on the targets. Therefore, asynchronous targets can be localized together in the DRIPS. With Assumption 2, the two tones of \(s_k(t)\) experience the same channel fading effect [22]. Hence, a flat-fading channel model is adopted here to account for the fading effect.

Via a flat-fading channel, the received signal \(r_l(t)\) at the \(l\)th anchor is down converted and bandpass filtered. Thus, the resulting signal \(x_l(t)\) is modeled as a summation of \(K\) components as

\[
x_l(t) = \sum_{k=0}^{K-1} x_{l,k}(t),
\]

where \(x_{l,k}(t)\) is the component from the \(k\)th target, and can be represented as

\[
x_{l,k}(t) = \beta_{l,k} s_k(t - \tau_{l,k}) e^{-j2\pi f_k t + j\eta_k} = a_k \beta_{l,k} e^{j2\pi (f_k f_k(t - f_k(t + \eta_{l,k}) + \gamma_k))} \times \left(1 + e^{j2\pi g_k(t - t_k - \eta_{l,k})}\right),
\]

where (3) indicates the down conversion of the received signal, and (4) is the result of substituting (1) into (3). Note that noise is neglected in (2) for simplicity. The complex coefficient \(\beta_{l,k}\) accounts for the flat-fading channel between the \(l\)th anchor and the \(k\)th target, and can be modeled as a zero-mean complex
Gaussian random variable with the variance \( \sigma^2_{l,k} \) representing the average power. The complex parameter \( \alpha_{l,k} \) absorbs all the random initial phases and the amplitude, and is defined as \( \alpha_{l,k} = a_k e^{j(\phi_k + \eta_l)} \), where \( \eta_l \) indicates the unknown random initial phase at the \( l \)th anchor. The frequency of the local oscillator (LO) of the \( l \)th anchor receiver is denoted by \( f_l \).

Moreover, the unknown propagation delay \( \tau_{l,k} \) is in a linear relationship w.r.t. the distance \( d_{l,k} \) as \( d_{l,k} = c \tau_{l,k} \), where \( d_{l,k} \) is the unknown distance between the \( l \)th anchor and the \( k \)th target, and \( c \) is the signal propagation speed. In non-line-of-sight scenarios, the relationship \( d_{l,k} = c \tau_{l,k} \) may not hold accurately. Calibration methods (e.g. [23]) have to be taken into account. However, this is out of the scope of this paper.

### III. RANGING IN THE DRIPS

In this section, the ranging method based on the phase information is developed. The receiver structure of the DRIPS is illustrated in Fig. 1, where the received signal \( r_l(t) \) is first down converted and bandpass filtered. The resulting signal \( x_l(t) \) is squared and low-pass filtered to extract multiple low-frequency differential tones, whose phases contain the delay information of interest. Thanks to the low sampling rate for these differential tones, digital signal processing (DSP) blocks are employed sequentially to estimate the frequencies (if accurate knowledge of the tones is not available), the phases and the target positions in a cost-efficient way. We focus on the phase estimation in this section. The position and frequency estimation will be addressed in Section IV and Section V, respectively.

#### A. Ranging approach for DRIPS

In order to extract low-frequency differential tones, the preprocessed signal \( x_l(t) \) is squared as

\[
|x_l(t)|^2 = \sum_{k=0}^{K-1} \sum_{q=0}^{K-1} x_{l,k}(t)x^*_{l,q}(t),
\]

where the signal norm \( |x_l(t)|^2 \) includes not only the auto-correlation terms from the same target, but also the cross-correlation terms from different targets. The autocorrelation terms are of most interest. Plugging (4) into the autocorrelation terms \( |x_{l,k}(t)|^2 \), where \( k \in \mathbb{K} \) and \( \mathbb{K} \triangleq \{0,1,\ldots,K-1\} \), we arrive at

\[
|x_{l,k}(t)|^2 = 2|\alpha_{l,k}\beta_{l,k}|^2(1 + \cos(2\pi g_k t + \psi_{l,k})), \quad k \in \mathbb{K},
\]

where the phase of interest is \( \psi_{l,k} = -2\pi g_k (t_k + \tau_{l,k}) \). According to (6), these low-frequency differential tones contain the delay information of interest in their phases. However, the delay information \( \tau_{l,k} \) is coupled with the unknown time instant \( t_k \). Note that \( f_l \) and \( f_k \) are absent in (6). Although the carrier frequency offsets (CFOs) of the target transmitters and anchor receivers may change \( f_l \) and \( f_k \), they do not have any impact on the differential tones. Furthermore, the complex flat-fading channel coefficient \( \beta_{l,k} \) and the complex parameter \( \alpha_{l,k} \) do not disturb the phases of the differential tones either, since only \( |\alpha_{l,k}\beta_{l,k}|^2 \) is involved in (6). Therefore, the DRIPS is robust to flat-fading channels and uncertainties of LOs.

Since we are only interested in the autocorrelation terms \( (|x_{l,k}(t)|^2)_k_k \in \mathbb{K} \) for the delay \( (\tau_{l,k}) \) estimation, the cross-correlation terms \( (x_{l,k}(t)x^*_{l,q}(t))_k_k,q \in \mathbb{K} \) have to be separated from the autocorrelation terms in the frequency domain. Furthermore, the autocorrelation terms cannot interfere with each other in order to extract the delay information correctly.

**Theorem 1:** If the maximum frequency difference \( g_{\text{max}} = \max\{g_0, g_1, \ldots, g_{K-1}\} \)

\[
g_{\text{max}} \approx \min \{ |f_k - f_q|, |f_k - f_q + g_k|, |f_k - f_q - g_k|, |f_k - f_q + g_k - g_q| \}, \quad \forall k, \forall q \in \mathbb{K} \text{ and } k \neq q,
\]

then the autocorrelation and the cross-correlation terms can be separated in the frequency domain.

**Theorem 2:** If the autocorrelation terms do not interfere with each other, then all the frequency differences should be distinct, i.e.,

\[
g_k \neq g_q, \quad \forall k, \forall q \in \mathbb{K} \text{ and } k \neq q.
\]

Proofs of Theorem 1 and Theorem 2 are provided in Appendices A and B, respectively. Theorem 1 helps to eliminate the nuisance cross-correlation terms by low-pass filtering the squared received signal, and Theorem 2 prevents the autocorrelation terms from interfering with each other.

As a result, only the DC component and the low-frequency differential tones originated from the autocorrelation terms remain after low-pass filtering, which is denoted by LPF\{\}. The output of the low pass filter (LPF) can be modeled as

\[
z_l(t) = \text{LPF}\{|x_l(t)|^2\} \\
= 2 \sum_{k=0}^{K-1} |\alpha_{l,k}\beta_{l,k}|^2(1 + \cos(2\pi g_k t + \psi_{l,k})).
\]

The bandwidth of the LPF is \( B_L/2 \), which satisfies that \( B_L > 2g_{\text{max}} \). Therefore, the output \( z_l(t) \) can be sampled at a relatively low rate \( 1/T_s \) with \( 1/T_s \geq 2g_{\text{max}} \). The subsequent DSP
blocks can be implemented in a cost-efficient way. Collect $N$ samples of $z_1(t)$ into a vector $z_1$, whose model is given by

$$ z_1 = F_N(g)y_1 + \rho_1, $$

(10)

where $y_1 = [\gamma_I^T \gamma_G^T]^T$ with $\gamma_I = [\gamma_{I,0}, \ldots, \gamma_{I,K-1}]^T$, $\gamma_{I,k} = \Im\{e^{j\psi_{I,k}}\}$, $F_N(g) = [F_N(g), F_N(g)]$ with $F_N(g) = [\phi_N(g_0), \ldots, \phi_N(g_N)]$, $g = [g_0, \ldots, g_N]^T$, $\phi_N(f) = [1, e^{j2\pi fT}, e^{j2\pi fT}, \ldots, e^{j2\pi(N-1)fT}]^T$, and $\rho = 2N\sum_{k=0}^{N} |\alpha_{l,k}^*|$. In the data model (10), parameter $\rho$ is a nuisance parameter.

Thus, the orthogonal projection $P_N$ of $1_N$ is used to eliminate the term $\rho1_N$, where $P_N = I_N - \frac{1}{N}1_N1_N^T$. Premultiplying $P_N$ on both sides of (10), we arrive at

$$ P_Nz_1 = P_NF_N(g)y_1, $$

(11)

where $\rho1_N$ is removed. Assuming accurate knowledge of $g$, we can estimate $y_1$ by a least-squares (LS) estimator as

$$ \hat{y}_1 = (P_NF_N(g))^{†}P_Nz_1, $$

(12)

where $F_N(g)$ of size $N \times 2K$ should be a tall matrix. There are in total $2K + 1$ unknown parameters in (10). Thus, the condition that $N > 2K + 1$ has to be fulfilled.

Note that by extracting the phase information of $y_1$, we can only obtain the estimate of the phase $\psi_{I,k}$ instead of $\psi_{I,k}$ as

$$ \hat{\psi}_{I,k} = \frac{1}{2} (\arg([\hat{y}_I]_{k+1}) - \arg([\hat{y}_I]_{k+1})), $$

(13)

where $\psi_{I,k}$ is the fractional part of $\psi_{I,k}$, and given by $\psi_{I,k} = \psi_{I,k} - 2\pi \lfloor \psi_{I,k}/2\pi \rfloor$ with an unknown integer $\lfloor \psi_{I,k}/2\pi \rfloor$. This is the well-known integer ambiguity problem due to phase wrapping [24, 25]. Recalling that $\psi_{I,k} = -2\pi g_k(t_k + \tau_{I,k})$, the delay of interest $\tau_{I,k}$ is coupled with the unknown time instant $t_k$. Let us define their corresponding phase parameters as $\varphi_k = -2\pi g_k(t_k + \tau_{I,k})$, $\tilde{\varphi}_k = \varphi_k - 2\pi \lfloor \varphi_k/2\pi \rfloor$, $\tilde{\theta}_{I,k} = -2\pi g_k\tau_{I,k}$ and $\tilde{\theta}_{I,k} = \tau_{I,k} - 2\pi \lfloor \tau_{I,k}/2\pi \rfloor$. Hence, $\psi_{I,k} = \varphi_k + \tilde{\theta}_{I,k}$. We further achieve

$$ \hat{\psi}_{I,k} \approx \begin{cases} \tilde{\varphi}_k + \tilde{\theta}_{I,k} & \text{if } 0 \leq \tilde{\varphi}_k + \tilde{\theta}_{I,k} < 2\pi \\ \tilde{\varphi}_k + \tilde{\theta}_{I,k} - 2\pi & \text{if } 2\pi \leq \tilde{\varphi}_k + \tilde{\theta}_{I,k} < 4\pi \end{cases}, $$

(14)

and

$$ \hat{\psi}_{I,k} = \begin{bmatrix} \varphi_k \\ \tilde{\theta}_{I,k} \end{bmatrix} - \begin{bmatrix} 0 \\ 2\pi \end{bmatrix} \text{if } 0 \leq \tilde{\varphi}_k + \tilde{\theta}_{I,k} < 2\pi $$

and

$$ \hat{\psi}_{I,k} = \begin{bmatrix} \varphi_k \\ \tilde{\theta}_{I,k} \end{bmatrix} - \begin{bmatrix} 0 \\ 2\pi \end{bmatrix} + 1 \text{ if } 2\pi \leq \tilde{\varphi}_k + \tilde{\theta}_{I,k} < 4\pi. $$

(15)

As we observe from (14) and (15), $\varphi_k$ is coupled with $\tilde{\theta}_{I,k}$. By making a phase difference as $\psi_{I,k} - \hat{\psi}_{I,k}$, we cannot guarantee to eliminate the effect of $\varphi_k$, since there are two possible values of $\psi_{I,k}$. Therefore, we will take this integer ambiguity problem into account for the development of localization algorithms in Section IV. Now let us extract the delay information from the phase estimate. Recalling that $\varphi_k = -2\pi g_k(t_k + \tau_{I,k})$ and $\tilde{\theta}_{I,k} = -2\pi g_k\tau_{I,k}$, we obtain an aggregate estimate of $t_k + \tau_{I,k}$ as

$$ t_k + \tilde{\tau}_{I,k} = \left( \hat{\psi}_{I,k}/2\pi + \psi_{I,k}/2\pi \right)/g_k, $$

(16)

where the unknown $[\psi_{I,k}/2\pi]$ accounts for the integer ambiguity and $\hat{\psi}_{I,k}$ is given by (13). We call this aggregate estimate (16) as the biased TOA estimate.

**B. Remarks and discussions**

The following remarks are in order.

**Remark 1 (Violation of Theorem 1):** When Theorem 1 is violated, the cross-correlation terms $x_{I,k}(t)x_{I,q}(t)$ add new columns to $F_N(g)$. The estimation performance degrades as more parameters have to be estimated. When the number of samples $N$ is less than or equal to the number of columns of $F_N(g)$, which indicates that the cross-correlation terms add columns no less than $N - 2K - 1$, the matrix $P_NF_N(g)$ is rank deficient and (11) is underdetermined. We cannot solve (11) uniquely.

**Remark 2 (Violation of Theorem 2):** When Theorem 2 is violated, the number of columns of $F_N(g)$ is reduced, and we can still estimate $y_1$ as in (12). However, for the targets with the same $g_k$, the corresponding delay information cannot be obtained correctly from the signal phase, as they interfere with each other.

**Remark 3 (Multiple asynchronous targets):** In DRIPS, each anchor receiver can estimate all the biased TOAs related to the asynchronous targets together. This is different from most RIPS-type systems, where phase estimation has to be carried out sequentially. Hence, there is no need to schedule the target transmission in DRIPS. This reduces the localization latency significantly. Although the more targets are to be estimated simultaneously, the larger number of samples are required. This increases the localization latency slightly. In general, the localization latency of DRIPS is shorter than that of most RIPS-type systems. Furthermore, a new target can enter the network freely and be localized as long as the frequency assignment for its dual-tone signal is available. Thus, from the network point of view, the target broadcast scheme in the DRIPS is power efficient, and reduces the communication overhead.

**Remark 4 (DRIPS for fading channels):** The proposed DRIPS is robust to flat-fading channels. Thanks to small $g_k$’s, which are smaller than the channel coherence bandwidth, the dual tones go through the same fading channel [22] (see Page 899). Moreover, the bandwidth of the tones is much smaller than the channel coherence bandwidth as well. Therefore, the flat-fading channel model fits well for the DRIPS. On the other hand, the performance of the RIPS-type systems degrades under flat-fading channels, because the differential tone is created by mixing the sinusoids from different transmitters at different locations, and its phase is influenced by the unknown channel coefficients from different links. Appendix C shows the detailed reasons about the failure of a tailored RIPS under flat-fading channels.

**Remark 5 (CFOs and random initial phases of LOs):** Since CFOs and random initial phases of LOs are absent in (6) and (9), they do not disturb the frequencies and phases of the differential tones. No extra calibration is needed. On the other hand, although the random initial phases can be eliminated by making the phase difference in the RIPS [12],
the CFOs would cause frequency uncertainties. Therefore, in the RIPS the frequencies have to be estimated in the first place.

**Remark 6 (Integer ambiguity issues):** Let us recall that \(\theta_{l,k} = -2\pi g_k \tau_{l,k}, \ g_k > 0\) and \(\tau_{l,k} \geq 0\). If \(-2\pi < \theta_{l,k} \leq 0\), we achieve \(\theta_{l,k} = 2\pi + \theta_{l,k}\) and \([\theta_{l,k}/2\pi] = -1\). It is then possible to estimate the target position with a simplified integer ambiguity problem. We will further develop the corresponding localization method in Section IV.

**Remark 7 (Physical IDs):** Based on Theorem 2, all \(g_k\)'s are distinguishable. Hence, they can be used as identities (IDs) for the targets. Making use of these physical IDs, the biased TOA estimates associate with the corresponding targets automatically. Furthermore, under the circumstance that the dual-tone signal experiences deep fading, the frequencies can hop. For example, the frequencies \(f_k\)'s can be swapped among the targets to explore the frequency diversity.

**Remark 8 (Synchronous anchors):** Following Assumption 1, the anchor receivers have to be synchronized first. The clock offset (denoted by \(\varepsilon_l\)) of the \(l\)th anchor receiver would add an additional offset to all the phases of interest as \(\psi_{l,k} = -2\pi g_k \tau_{l_k} + 2\pi g_k \varepsilon_l, \ k \in \mathcal{K}\). Hence, the clock offset degrades the localization performance of the DRIPS. The accurate synchronization among anchors is necessary. As the clock offset \(\varepsilon_l\) is coupled with \(\tau_{l_k}\) in the same way as \(\tau_{l_k}\), the synchronization accuracy has to be within nanosecond (ns) if the localization requires a sub-meter accuracy. It can be accomplished by wired (Ethernet over fiber [26], [27]) or wireless approaches (physical layer timestamping [28]). Furthermore, for the anchors with large clock offsets, their range estimates can be filtered out by higher level algorithms as outliers. The impact of synchronization errors on localization performance will be investigated in the simulation section. Moreover, the clock skews of anchor receivers introduce frequency errors. Thus, frequency estimation has to be accomplished before the phase estimation. An ESPRIT-type algorithm will be proposed in Section V for the frequency estimation.

**Remark 9 (TOA vs. Q-range):** The Q-range generated by RIPS [12] is a combination of four distances, and involves four nodes. Whenever the measurement of the Q-range involves more than one unknown target, the Q-range will have a complicated relationship w.r.t. the targets’ coordinates. Low-complexity localization algorithms using the Q-range are yet developed. On the other hand, rich literature (see [29], [30] and references therein) is available for TOA-based localization. The localization algorithms using the biased TOAs will be developed to tradeoff complexity with performance in Section IV.

**Remark 10 (Dual-tone vs. multi-tone):** We only use dual-tone instead of multi-tone signals, since the number of nuisance frequency components increases dramatically with the number of tones. Although using the multi-tone signal can obtain more differential tones bearing delay information, the benefit from extra information is not worthwhile for the loss of the transmission efficiency. Furthermore, as the increase of the number of tones, the bandwidth of the multi-tone signal may exceed the channel coherence bandwidth.

---

**C. Design parameters for DRIPS**

Now let us investigate the system parameter design. Inspired by the orthogonal subcarriers of OFDM systems in [31], we design \(f_k \in \mathcal{F}_0\) and \(g_k \in \mathcal{G}\), where \(\mathcal{F}_0 = \{f_0, f_0 + N_g \Delta g, \ldots, f_0 + (K - 1)N_g \Delta g\}, \ \mathcal{G} = \{\Delta g, 2\Delta g, \ldots, K \Delta g\}\). \(f_0\) is the smallest frequency of the first tone, \(N_g \Delta g\) (\(N_g\) is an integer) is the frequency difference between the first tones of adjacent dual-tone signals, and \(\Delta g\) is the smallest frequency difference between the two tones of the dual-tone signal. An example of the frequency allocation of the DRIPS is shown in Fig. 2, where the preprocessed received signal \(x_l(t)\) is composed of multiple dual-tone signals well apart, and the output of the LPF \(z_l(t)\) contains a group of differential tones separated equally by \(\Delta g\). According to Theorem 1, we arrive at

\[
\Delta f_{\text{min}} = N_g \Delta g - (K - 1) \Delta g > K \Delta g,
\]

where \(\Delta f_{\text{min}}\) is the minimum frequency difference between tones from different targets as shown in Fig. 2. Hence, it is the minimum frequency component created by the cross-correlation terms as well. Moreover, the maximum frequency difference between two tones employed by the same target is \(K \Delta g\). Therefore, the cut-off frequency of the LPF \(f_{\text{cut}}\) should satisfy the condition that \(K \Delta g < f_{\text{cut}} < \Delta f_{\text{min}}\) in order to filter out the nuisance cross-correlation terms and retain the autocorrelation terms of interest. Consequently, the frequency difference between the smallest and the largest tone is \(\Delta f_{\text{max}}\), which is given by

\[
\Delta f_{\text{max}} = (K - 1)N_g \Delta g + K \Delta g = (((K - 1)N_g + K)\Delta g \leq B,
\]

with \(B\) being the bandwidth of \(x_l(t)\) designed by the receiver specifications. The larger \(N_g\) is, the easier the LPF can be developed. On the other hand, the larger \(N_g\) is, the larger \(\Delta f_{\text{max}}\) (or \(B\)) is. There is a tradeoff to design \(N_g\). Furthermore, recalling that we employ a flat-fading channel model, \(g_k\) (\(g_k \in \mathcal{G}\)) should be smaller than the channel coherence bandwidth \(B_{l,k}\), which denotes the channel coherence bandwidth between the \(l\)th anchor receiver and the \(k\)th target transmitter. As a result, \(K \Delta g\) should be smaller than the smallest channel coherence bandwidth, and we arrive at

\[
K \Delta g < \min\{B_{l,k}\}, \ l \in \mathcal{M}, \ k \in \mathcal{K},
\]

where \(\mathcal{M} = \{0, 1, \ldots, M - 1\}\) with \(M\) being the number of anchors. Moreover, according to (10), the number of samples \(N\) should be larger than \(2K + 1\) (\(N > 2K + 1\)). Thus, given
the observation window length of the anchor receiver $T_\alpha$ and the Nyquist sampling rate $(2K\Delta g)$, we obtain

$$2KT_\alpha \Delta g > 2K + 1. \quad (20)$$

In summary, the design of $\Delta g$ is decided by the channel coherence bandwidth and the receiver system specifications, and thus it should fulfill the following condition:

$$\frac{2K + 1}{2KT_\alpha} < \Delta g < \min \left\{ \frac{B_k}{K}, \frac{B}{(K - 1)N_g + K} \right\}, \quad (21)$$

where $l \in \mathcal{M}$ and $k \in \mathcal{K}$.

Let us show a practical example of parameter design. We assume four active targets ($K = 4$ and $\mathcal{K} = \{0, 1, 2, 3\}$). The frequency allocation $f_k \in \mathcal{F}$ and $g_k \in \mathcal{G}, \forall k \in \mathcal{K}$ is employed. Based on the condition imposed by (17), we have $N_g \gg 2K - 1 = 7$. To help the implementation of the LPF, which is used to extract the low-frequency differential tones, $N_g$ can be assigned as 20. Furthermore, $K\Delta g$ should be smaller than the channel coherence bandwidth to validate the flat-fading channel assumption. Considering a typical wireless localization scenario (e.g. the extended typical urban (ETU) channel model in the 3GPP-LTE standard [32]), the channel coherence bandwidth is about 100 kHz. Moreover, the observation window length $T_\alpha$ is set to 1 millisecond (ms). Taking all the constraints into account, we obtain $25.675 \text{kHz} < \Delta g < 25 \text{kHz}$ based on (21). Thus, $\Delta g$ is assigned to 10 kHz.

IV. LOCALIZATION WITH AN INTEGER AMBIGUITY PROBLEM

Let us recall Remark 6 in Section III-B. If the phase $\theta_{l,k}$ due to the delay $\tau_{l,k}$ is in the range of $[-\pi, 0]$, we achieve $\theta_{l,k} = 2\pi + \theta_{l,k}$ and $|\theta_{l,k}/2\pi| = -1$. Therefore, we can simplify (14) as

$$\widetilde{\psi}_{l,k} = \begin{cases} \widetilde{\varphi}_{l,k} + \theta_{l,k} + 2\pi & \text{if } -2\pi \leq \widetilde{\varphi}_{l,k} + \theta_{l,k} < 0 \\ \widetilde{\varphi}_{l,k} + \theta_{l,k} & \text{if } 0 \leq \widetilde{\varphi}_{l,k} + \theta_{l,k} < 2\pi \end{cases}, \quad (22)$$

where $\widetilde{\varphi}_{l,k}$ only has two possible values. The integer ambiguity problem is simplified. In order to fulfill the condition that $-2\pi < \theta_{l,k} < 0$, we need to design $g_k$ according to the range of interest. For example, when the distance of interest is limited to a few hundreds meters or less than 1 km ($0 < d_{l,k} \leq 1 \text{ km}$), we should choose $g_k$ to be smaller than 300 kHz. This adds a further constraint to the choice of $g_k$. In another point of view, we are able to resolve $d_{l,k}$ in the range of $[0, c/g_k]$. Therefore, we rewrite (22) w.r.t. $d_{l,k}$ and obtain

$$c\widetilde{\psi}_{l,k} + \frac{\theta_{l,k} + 2\pi}{2\pi g_k} \begin{cases} d_{l,k} + b_k - c/g_k & \text{if } -2\pi \leq \widetilde{\varphi}_{l,k} + \theta_{l,k} < 0 \\ d_{l,k} + b_k & \text{if } 0 \leq \widetilde{\varphi}_{l,k} + \theta_{l,k} < 2\pi \end{cases}, \quad (23)$$

where $b_k = -c\widetilde{\psi}_{l,k}/(2\pi g_k)$ caused by the unknown transmission instant $t_k$.

We collect all the phase estimates $\widetilde{\psi}_{l,k}, l \in \mathcal{M}$ from the anchors corresponding to the same $k$th target into a vector as $\mathbf{v}_k = -c/(2\pi g_k)[\widetilde{\varphi}_{l,k}, \ldots, \widetilde{\psi}_{M-1,k}]^T$. Consequently, the model of $\mathbf{v}_k$ can be given by

$$\mathbf{v}_k = \mathbf{d}_k + b_k \mathbf{1}_M + (c/g_k)\mathbf{u}_k, \quad (24)$$

where $\mathbf{d}_k = [d_{0,k}, d_{1,k}, \ldots, d_{M-1,k}]^T$ with $d_{l,k} = \|v_l - \mathbf{o}_k\|$, $\mathbf{v}_l$ and $\mathbf{o}_k$ denoting respectively the coordinates of the $l$th anchor and the $k$th target, and $\mathbf{u}_k$ belongs to the set $\{0, -1\}^M$ due to the constraint that $-2\pi < \theta_{l,k} < 0$. We remark here using the estimated phase difference $\widetilde{\psi}_{l,k} - \widetilde{\psi}_{m,k}$ to eliminate $b_k$ is equivalent to assuming that $\mathbf{u}_k = \mathbf{0}_M$ or $\mathbf{u}_k = \mathbf{1}_M$. However, $\mathbf{u}_k \in \{0, -1\}^M$. We should take this unknown $\mathbf{u}_k$ into account in the localization algorithm.

Note that (24) is in a nonlinear relationship w.r.t. the unknown $\mathbf{o}_k$ via $\mathbf{d}_k$, and a linear relationship w.r.t. the unknown $b_k$ and the unknown $\mathbf{u}_k$. In general, it is difficult to solve (24) directly. We employ an alternating LS (ALS) solution here [33]. The unknown parameters $\mathbf{o}_k$ and $b_k$ are categorized as a subset, while $\mathbf{u}_k$ is an another subset. Let us define the estimates of the $m$th iteration as $\hat{o}_k^{(m)}$, $\hat{b}_k^{(m)}$, and $\hat{u}_k^{(m)}$. Assuming knowledge of $\hat{u}_k^{(m-1)}$, we achieve $\hat{o}_k^{(m)}$ and $\hat{b}_k^{(m)}$ by linearizing (24) and solving an LS problem as in [30]. Moving $(c/g_k)\hat{u}_k^{(m-1)}$ and $b_k \mathbf{1}_M$ to the left side of (24), making element-wise multiplication and rearranging, we arrive at

$$\hat{\Phi}_m - \tilde{v}_k^{(n-1)} - \tilde{v}_k^{(n)} = 2\mathbf{A}^T\hat{\mathbf{o}}_m - 2b_k\tilde{v}_k^{(n)} + (b_k^2 - \|\hat{\mathbf{o}}_m\|^2)\mathbf{1}_M, \quad (25)$$

where $\odot$ denotes element-wise multiplication, $\tilde{v}_k^{(n)} = \mathbf{v}_k - c/g_k\hat{u}_k^{(m-1)}$, $\mathbf{A} = [\mathbf{v}_1 \ldots \mathbf{v}_M]^T$, and $\hat{\Phi}_m = \|\mathbf{v}_1\|^2, \|\mathbf{v}_2\|^2, \ldots, \|\mathbf{v}_{M-1}\|^2)^T$. As a result, we obtain a linear model (25) w.r.t. $\hat{\mathbf{o}}_m$ and $b_k$. The estimate of $\hat{\mathbf{o}}_m$ and $b_k$ can be achieved accordingly based on (25) using the LS estimator. Note that the number of anchors $M$ has to be greater than four to solve (25) in the LS manner. In other words, at least four anchors are needed in the DRIPS. Once we use $\hat{o}_k^{(m)}$ to calculate $\hat{d}_k^{(m)}$, it can be used together with $\hat{b}_k^{(m)}$ to update $\hat{\mathbf{u}}_k^{(m)}$ by employing a simple rounding operation as

$$\hat{u}_k^{(m)} = \begin{cases} 0, & \text{round} \left( \frac{g_k}{c} \left( \mathbf{v}_k - \hat{d}_k^{(m)} - \hat{b}_k \mathbf{1}_M \right) \right) \geq 0 \\ -1, & \text{round} \left( \frac{g_k}{c} \left( \mathbf{v}_k - \hat{d}_k^{(m)} - \hat{b}_k \mathbf{1}_M \right) \right) < 0 \end{cases}. \quad (26)$$

The ALS algorithm is summarized in Algorithm 1.

**Algorithm 1: Alternating least squares (ALS) approach to estimate the target position**

1) Initial step: $\hat{\mathbf{u}}_k^{(0)} = 0$

2) Update $\hat{o}_k^{(m)}$ and $\hat{b}_k^{(m)}$ given $\hat{u}_k^{(m-1)}$ based on the linear model (25)

3) Update $\hat{\mathbf{u}}_k^{(m)}$ given $\hat{o}_k^{(m)}$ and $\hat{b}_k^{(m)}$ using (26)

4) Go back to step 2), unless $\|\hat{\mathbf{o}}_m^{(m)} - \hat{\mathbf{o}}_m^{(m-1)}\| < \epsilon$ or reach the maximum iteration number

We remark here that when $M$ is small (e.g. $M < 16$), we can apply a brute-force search for $\mathbf{u}_k$ and the LS estimator based on (25) for $\mathbf{o}_k$ as well.

V. DRIPS WITHOUT ACCURATE KNOWLEDGE OF FREQUENCIES

According to (12), the estimate of $\psi_l$ depends on accurate knowledge of $g$. However, the transmitter or receiver may
not have accurate knowledge of \( g \) due to various reasons, such as uncertainties of LOs (e.g. clock skews) and unreliable environments (e.g. cheap devices or temperature variations). Therefore, we need to first estimate \( g \) to construct \( F_N(\hat{g}) \) accordingly, and then estimate \( y_\tau \). The frequency estimation block in Fig. 1 is needed to accomplish the localization task.

The sample vector \( z_i \) is rearranged into a matrix \( \mathbf{Z}_t \) of size \( p \times q \) with \( q = N - p + 1 \) as

\[
\mathbf{Z}_t = \begin{bmatrix} [z_i]_{1:p} & [z_i]_{2:p+1} & [z_i]_{3:p+2} & \cdots & [z_i]_{q:N} \end{bmatrix}, \tag{27}
\]

where \([a]_{m:n}\) represents the vector composed of the \( m \)th to the \( n \)th elements of the vector \( a \). Consequently, \( \mathbf{Z}_t \) can be factorized as

\[
\mathbf{Z}_t = \mathbf{F}_p\hat{g}\text{diag}(y_1)\mathbf{F}_q^T(\hat{g}) + \rho_1\mathbf{1}_p\mathbf{1}_q^T. \tag{28}
\]

When \( \mathbf{F}_p\hat{g} \) and \( \mathbf{F}_q\hat{g} \) are tall matrices, the rank of \( \mathbf{Z}_t \) is no greater than \( 2K + 1 \). Note that \( \mathbf{Z}_t \) reserves the shift-invariant property (see [34], [35]). Hence, we take submatrices of \( \mathbf{Z}_t \) as

\[
\mathbf{Z}_1 = \begin{bmatrix} \mathbf{I}_{p-1} & 0_{p-1} \end{bmatrix} \mathbf{Z}_t \tag{29}
\]

\[
\mathbf{Z}_2 = [0_{p-1} \ 1_p] \mathbf{Z}_t \tag{30}
\]

where \( \Lambda = \text{diag}(\lambda_1^T, \lambda_2^T) \) and \( \lambda = [e^{j2\pi g_0 T_s}, e^{j2\pi g_1 T_s}, \ldots, e^{j2\pi g_K T_s}]. \) In order to eliminate the nuisance term \( \rho_1\mathbf{1}_p\mathbf{1}_q^T \), we apply \( \mathbf{P}_p \) and \( \mathbf{P}_q \) on both sides of \( \mathbf{Z}_1 \) and \( \mathbf{Z}_2 \), where \( \mathbf{P}_p \) and \( \mathbf{P}_q \) are the orthogonal projection of \( \mathbf{1}_{p-1} \) and \( \mathbf{1}_q \), respectively. As a result, we arrive at

\[
\mathbf{\tilde{Z}}_1 \triangleq \mathbf{P}_p\mathbf{Z}_1\mathbf{P}_q = \mathbf{P}_p\mathbf{F}_p\mathbf{1}_p\mathbf{1}_q^T \tag{31}
\]

\[
\mathbf{\tilde{Z}}_2 \triangleq \mathbf{P}_p\mathbf{Z}_2\mathbf{P}_q = \mathbf{P}_p\mathbf{F}_q\mathbf{1}_p\mathbf{1}_q^T, \tag{32}
\]

where \( \mathbf{T} = \text{diag}(y_1)\mathbf{F}_q^T(\hat{g})\mathbf{P}_q \). Therefore, applying the ESPRIT algorithm results in

\[
\mathbf{\tilde{Z}}_1^\dagger \mathbf{\tilde{Z}}_2 = \mathbf{T}^\dagger \mathbf{A}^T. \tag{33}
\]

Let us define the eigenvalue estimates of \( \mathbf{\tilde{Z}}_1^\dagger \mathbf{\tilde{Z}}_2 \) as \( \tilde{\lambda}_1, \tilde{\lambda}_2, \ldots, \tilde{\lambda}_{2K-1} \) in decreasing order based on their absolute values. Note that the noise term is omitted in the data model (28). However, it impacts the eigenvalues of \( \mathbf{\tilde{Z}}_1^\dagger \mathbf{\tilde{Z}}_2 \), and its influence on the eigenvalues w.r.t. the same absolute frequency is the same. Therefore, the correct eigenvalue pairs can be found by sorting the eigenvalues based on their absolute values. Accordingly, the estimate of \( g \) can be obtained as

\[
g \in \left\{ \frac{\arg(2\kappa_\theta \tilde{\lambda}_{2K+1}^\theta)}{4\pi T_s}, \kappa \in \mathcal{K} \right\}, \tag{34}
\]

where the association of the estimated frequencies to the corresponding targets can be accomplished using prior inaccurate knowledge of \( g \). Furthermore, in order to employ the ESPRIT algorithm, the factorization of \( \mathbf{\tilde{Z}}_1 \) (31) (or \( \mathbf{\tilde{Z}}_2 \) (32)) should be low-rank. Thus, \( \mathbf{F}_p\mathbf{1}_p \) and \( \mathbf{F}_q\hat{g} \) should be strictly tall. As \( \mathbf{P}_p \) and \( \mathbf{P}_q \) are coupled with them, we achieve the following identifiability criteria

\[
p \geq 2K + 2, \tag{35}
\]

\[
q \geq 2K + 1. \tag{36}
\]
Both \( \psi \) and \( \tilde{\psi} \) are unknown in (39). Moreover, accurate knowledge of \( \tilde{g} \) may not be available due to uncertainties of LOSs. Thus, two cases without and with accurate knowledge of \( \tilde{g} \) are considered for calculating CRBs. As the derivations are similar, the CRB derivation for the case without accurate knowledge of \( \tilde{g} \) is exemplified as follows. In this case, \( \tilde{g} \) has to be estimated as well, and the CRB for \( \theta \) is derived. It places lower bounds on the estimation of the amplitudes, phases, and frequencies of a group of sinusoids. Since the distribution of \( \beta \) is available, the Bayesian information matrix (BIM) [36] is employed as

\[
\mathbf{I}_D(\theta) = E_\theta[\mathbf{I}_D(\theta)] + \mathbf{I}_P(\theta),
\]

\[
[\mathbf{I}_D(\theta)]_{ij} = -E_z[\theta \frac{\partial^2}{\partial \theta_i \partial \theta_j} \ln p(z|\theta)],
\]

\[
[\mathbf{I}_P(\theta)]_{ij} = -E_\theta \left[ \frac{\partial^2}{\partial \theta_i \partial \theta_j} \ln p(\theta) \right],
\]

where \( \mathbf{I}_D(\theta) \) represents information obtained from the data, \( \mathbf{I}_P(\theta) \) indicates the prior information, and \( p(z|\theta) \) is the probability density function (pdf) of \( z \) conditioned on \( \theta \).

Since the stochastic properties of \( \vec{m} \) are needed to calculate the CRB, they are derived in Appendix D. The main results are summarized as follows:

\[
\mu_{\vec{m}} \rightarrow E[\vec{m}] = \mathbf{R}_D(0)1_N = N_0 \mathbf{B}1_N, \quad (43)
\]

\[
\mathbf{C}_{\vec{m}} \rightarrow \text{cov}(\vec{m}) = \text{diag}(\sigma_0^2, \sigma_1^2, \ldots, \sigma_{N-1}^2), \quad (44)
\]

where \( \mu_{\vec{m}} \) and \( \mathbf{C}_{\vec{m}} \) are the mean and variance of \( \vec{m} \), respectively.

\[
\tilde{\sigma}_n^2 = 4 \sum_{k=0}^{K-1} |\alpha_k|^2 \sigma_k^2 \left( R_{B_k}(0) + R_{B_k-g_k}(0) \cos(2\pi g_k n + \psi_k) \right),
\]

and \( R_D(\tau) = N_0 B \sin(\pi B \tau) / (\pi B \tau) \). When the difference between \( R_{B_k}(0) \) and \( R_{B_k-g_k}(0) \) is negligible, and \( \sum_{k=0}^{K-1} |\alpha_k|^2 \sigma_k^2 \cos(2\pi g_k t + \psi_k) \approx 0 \) due to the random unknown \( \psi_k \) and a large \( K \), the covariance element \( \tilde{\sigma}_n^2 \) can be further approximated as a constant \( \tilde{\sigma}^2 \) as

\[
\tilde{\sigma}^2 = 4 R_{B_0}(0) \sum_{k=0}^{K-1} |\alpha_k|^2 \sigma_k^2. \quad (46)
\]

We further assume \( \vec{m} \) is a Gaussian random vector. As a result, \( p(z|\theta) \) is the pdf of a Gaussian distribution.

The detailed derivations of the BIM and CRBs are shown in Appendix E. The CRBs for the two cases without and with accurate knowledge of \( \tilde{g} \) are distinguished by the subscript (s). For each case, the CRBs using the accurate covariance matrix \( \mathbf{C}_{\vec{m}} \) in (44) and the approximated one \( \tilde{\sigma}^2 \) in (46) are differentiated by the subscript (s). The CRBs using \( \mathbf{C}_{\vec{m}} \) do not have closed forms (see CRB(\( \psi_i \)) in (70) and CRB_s(\( \psi_i \)) in (71) in Appendix E). However, the CRBs employing \( \tilde{\sigma}^2 \) are calculated in closed form, and show more insight about the performance related to the system parameters. In the case without accurate knowledge of \( \tilde{g} \), the CRB of \( \psi_i \) is given by

\[
\text{CRB}_s(\psi_i) = \frac{2N - 1}{2N(N + 1)} \tilde{\sigma}^2 / [|\alpha_i|^2 \sigma_i^2],
\]

which indicates that the larger number of samples \( N \), the higher average received signal power \( |\alpha_i|^2 \sigma_i^2 \) and the lower noise variance \( \tilde{\sigma}^2 \) can contribute to achieve better estimation accuracy. Furthermore, the CRB of \( \psi_i \) does not depend on \( \psi_i \). In the case that accurate knowledge of \( \tilde{g} \) is available, the CRB of \( \psi_i \) can be simplified as

\[
\text{CRB}_s(\psi_i) = \frac{1}{4N} \frac{\tilde{\sigma}^2}{|\alpha_i|^2 \sigma_i^2}. \quad (48)
\]

Assuming the distance is in the resolvable range, the CRBs of the distance estimate can be obtained accordingly as

\[
\text{CRB}_s(d_k) = \frac{\sigma^2}{4\pi^2 g_k^4} \text{CRB}_s(\psi_i). \quad (49)
\]

According to (49), the accuracy of the distance estimate improves with a larger \( g_k \). Note that \( \text{CRB}_s(d_k) < \text{CRB}_s(d_l) \), as the estimation performance degrades with the increasing number of unknown parameters.

VII. Simulation Results

The performance of the proposed DRIPS under flat-fading channels is evaluated by simulations in this section. Four active targets are assumed \( (K = 4 \text{ and } K = \{0, 1, 2, 3\}) \) similar as the example in Section III-C. Therefore, the parameter design of the example in Section III-C is employed here, and \( \Delta g = 10 \text{ kHz} \). Moreover, the distances between the target-anchor pairs are in the range \( [1, 3] \text{ km} \). According to Remark 6, in order to avoid the integer ambiguity issue, \( K \Delta g \) should be less than \( 100 \text{ kHz} \). With \( K = 4 \) and \( \Delta g = 10 \text{ kHz} \), we have that \( K \Delta g < 100 \text{ kHz} \). Thus, \( g \in [10, 20, 30, 40] \text{ kHz} \). Furthermore, all the targets are assumed to transmit the dual-tone signals with the same amplitude as \( \alpha_k = 1, \forall k \in K \). Note that this does not indicate the received signals have the same amplitude, since the instant RSS is determined by the channel fading effect. Moreover, the average channel power of the flat-fading channel is always assumed to be 1, thus \( \sigma_k^2 = 1, \forall k, \forall l \in M \). Without loss of generality, the signal-to-noise ratio (SNR) is defined as \( 1/\sigma^2 \), where \( \sigma^2 = N_0 B \) the variance of the noise term \( w_l(t) \). In the following subsections, the ranging and localization performance of the DRIPS is investigated, respectively.

A. Synchronous targets to evaluate ranging accuracy

Since the range estimates are based on the estimated TOAs with offsets due to the asynchronous targets, all the targets and the anchors are assumed to be synchronized in order to avoid the offsets and the integer ambiguity issue in this subsection. Thus, \( t_k = 0, \forall k \in K \). In each Monte-Carlo run, a complex coefficient \( \beta_{l,k} \) is randomly generated for flat-fading channels. The anchor receives the dual-tone signals from all targets and carries out range estimation.

Example 1: The true distances from the four targets to the 4th anchor are fixed to \([2.4, 1.5, 1.2, 2.8] \text{ km}\) in all the Monte-Carlo runs of this example, and there is no integer ambiguity. Thus, the propagation delays are unknown deterministic parameters, and the channel coefficients are unknown random variables. The root mean square errors (RMSEs)
Fig. 3. RMSE of distance estimates versus SNR, $g = \{10, 20, 30, 40\}$ kHz and $d = \{2.4, 1.5, 1.2, 2.8\}$ km.

Fig. 4. RMSE of distance estimates versus SNR using the estimated $g$, where the accurate $g = \{10, 20, 30, 40\}$ kHz and $d = \{2.4, 1.5, 1.2, 2.8\}$ km.

Fig. 5. The CCDF curves of the absolute distance error at SNR = \{20 dB, 40 dB, 60 dB\} with $g_0 = 10$ kHz and $g_3 = 40$ kHz for fixed and random ranges, respectively.

$\left(\sqrt{\sum_{n=1}^{N}(d_{i,k}^{(n)} - \bar{d}_{i,k})^2}/N\right.$, where $d_{i,k}^{(n)}$ is the distance estimate at the $n$th run) of the distance estimates are evaluated in Figs. 3 and 4. Note that Figs. 3 and 4 correspond to two cases with and without accurate knowledge of $g$, respectively. Without accurate knowledge of $g$, the frequencies have to be first estimated by the ESPRIT-type algorithm proposed in Section V, and then the phase information is extracted based on the estimated $g$.

The square root of the CRBs of the distance estimates are used as benchmarks in both figures. The CRBs using

$\sum_{n=1}^{N}(d_{i,k}^{(n)} - \bar{d}_{i,k})^2/N$. Where $d_{i,k}^{(n)}$ is the distance estimate at the $n$th run, of the distance estimates are evaluated in Figs. 3 and 4. Note that Figs. 3 and 4 correspond to two cases with and without accurate knowledge of $g$, respectively. Without accurate knowledge of $g$, the frequencies have to be first estimated by the ESPRIT-type algorithm proposed in Section V, and then the phase information is extracted based on the estimated $g$.

The square root of the CRBs of the distance estimates are used as benchmarks in both figures. The CRBs using

$\sqrt{\text{CRB}(d)}$ and the ones using $\bar{\sigma}^2 \sqrt{\text{CRB}'(d)}$ are close to each other. Hence, the approximation is valid. Moreover, the CRBs in Fig. 4 are higher than their counterparts in Fig. 3. Because more parameters are estimated in the case without accurate knowledge of $g$ for Fig. 4. According to (49), the larger $g_i$ is, the lower CRB is. Therefore, the lowest CRB is achieved by using $g_3$ in both figures. Furthermore, there are performance gaps between the CRBs and the RMSEs of the estimator in both figures. The deep fading channel fails the range estimation and causes large errors. The ranging performance further degrades in Fig. 4, as the distances are estimated using the frequency estimates. The estimation method is suboptimal.

Sequentially, the complementary cumulative distribution function (CCDF) curves of the absolute distance error using $g_0 = 10$ kHz (the dashed lines) and $g_3 = 40$ kHz (the solid lines) are illustrated in Fig. 5, respectively. In general, the range estimation that employs larger frequency has less absolute errors. Meanwhile, the higher SNR is, the faster the curve falls. Very few large errors appear due to the deep fading effect.

Example 2: In this example, the propagation delays are randomly generated following a uniform distribution in the range of interest (\{1, 3\} km) in each Monte-Carlo run. The CCDF curves of the absolute distance errors for random ranges using $g_0 = 10$ kHz (the dashdot lines) and $g_3 = 40$ kHz (the
dotted lines) are also illustrated in Fig. 5, respectively. The curves maintain the same tendency as the ones with fixed ranges. Less than 8% absolute errors are larger than 1 m at SNR = 60 dB for both frequencies.

As we observed in the previous simulation results, the deep fading channel may fail the ranging procedure. Under such circumstances, the targets can explore the frequency diversity to switch the frequency allocation in order to avoid the deep fading effect. Therefore, in the following simulations, the median absolute error (MAE) is used as a performance metric, which is robust to performance outliers under deep fading channels. To investigate the influence of the uncertainties of LOs, random frequency discrepancies are added to $g$ in each run in the following simulations. The frequency discrepancies are uniformly distributed in the range of $[-\zeta \Delta g_i, \zeta \Delta g_i]$, where $\zeta \in [1000 \text{ ppm}, 100 \text{ ppm}, 10 \text{ ppm}]$ (1 ppm = $10^{-6}$). The clock skew effect due to the target transmitters or anchor receivers can be mimicked by the frequency discrepancies. In this case, it is impossible for anchors to maintain accurate knowledge of $g$. Therefore, $g$ is first estimated by the ESPRIT-type algorithm proposed in Section V, and then the range estimation employs the estimated $g$ similarly as Example 1. However, no frequency discrepancies are employed in Example I. To evaluate the ranging performance, the ranging accuracy using the exact $g$ (unavailable to receivers) is used as the benchmark in the following comparisons.

The MAE of the distance estimates with $\zeta \Delta g = 10$ Hz is illustrated in Fig. 6. Using the estimated $g$, the ranging performance can still achieve high accuracy at high SNR. The performance gaps between the benchmarks (the dashed lines) and the ones using the estimated $g$ (the solid lines) are about 10 dB. The frequency estimation error increases the ranging error.

In Fig. 7, when the frequency discrepancy is neglected, the anchor still applies the nominated $g$ ([10, 20, 30, 40 $\text{kHz}$]) to accomplish ranging, the ranging performance degrades. Furthermore, a larger $\zeta$ causes worse ranging performance. With increasing $\zeta \Delta g$, the error floors using the nominated $g_i$ increase. When $\zeta \Delta g = 10$ Hz, the ranging performance using the nominated $g_i$ is unacceptable. When $\zeta \Delta g = 0.1$ Hz, the error floors using the nominated $g_i$ are around 1 m. Thus, the DRIPS is robust to a frequency discrepancy up to 0.1 Hz. Beyond this range, frequency estimation of $g$ should be carried out. On the other hand, the ranging performance using the estimated $g_i$ still achieves high accuracy even with $\zeta \Delta g = 10$ Hz. The ranging performance gaps between the ones using the estimated and the accurate $g_i$ in Fig. 7 are due to the frequency estimation errors as explained before.

**B. Asynchronous targets to evaluate localization performance**

In this subsection, the localization method proposed in Section IV is evaluated under the scenario, where all the targets are asynchronous, but all the anchors are synchronized. Thus, $t_k \neq 0, k \in K$. The true transmission time instants $t_k, k \in K$ are randomly generated in each Monte-Carlo run in a way such that $\varphi_k (\varphi_k = -2\pi g_k t_k)$ is uniformly distributed in the range of $[2\pi/3, 2\pi]$. Note that the integer ambiguity has to be taken into account. Although the true distances are limited in the resolvable range, the integer ambiguity still arises due to the unknown transmission time instants $t_k$ of the asynchronous targets. Flat-fading channels are employed as well. Eight anchors ($M = 8$ and $M = \{0, 1, \ldots, 7\}$) are used and equally distributed on the edge of a $3 \text{km} \times 3 \text{km}$ rectangular as shown in Fig. 8. The four targets are randomly distributed on the $1 \text{m} \times 1 \text{m}$ grids inside a smaller rectangular of $2 \text{km} \times 2 \text{km}$.

Fig. 8 illustrates an example of the localization performance using the ALS algorithm at SNR = 40 dB for a fixed geometry over 1,000 Monte Carlo runs. Accurate knowledge of frequencies is assumed here. According to Fig. 8, most position estimates are around the true target positions, while a few have larger estimation errors due to deep fading channels.

The MAEs of location estimates using $g_2$ and $g_3$ are shown in Fig. 9, which illustrates the performance comparison among the proposed ALS approach taking the integer ambiguity into account, the subtraction method by making phase difference that does not consider the integer ambiguity, and the localization method of the tailored RIPS (see Appendix C). Moreover, to investigate the influence of the frequency estimation on the localization performance, the maximum frequency discrepancy $\zeta \Delta g$ is assigned as 10 Hz. With accurate knowledge of $g_i$, only the ALS method (the solid lines) can achieve decent positioning accuracy, and the iteration number for the ALS

![Fig. 8. An example of the estimated target positions using the ALS algorithm at SNR = 40 dB for a fixed geometry](image)

![Fig. 9. A comparison of MAEs of the position estimate vs. SNR with frequency discrepancies $\zeta \Delta g = 10$ Hz, using the ALS, the subtraction method, and the tailored RIPS.](image)
The MAE of position estimates using four targets emit four tones at $f_c$. However, the localization performance degrades significantly, as shown in Fig. 10. The influence of synchronization errors is unacceptable as shown in Fig. 9. Besides the eight anchors, a reference anchor placed at the origin is added for the tailored RIPS to transmit a single tone at frequency $f_c$. In order to avoid the integer ambiguity, $f_c$ is set to 10 kHz. Four targets emit four tones at $f_c + g$ and $f_c + g$ [20, 30, 40, 50] kHz, respectively. The conventional LS estimator based on TDOAs [29] is used to estimate the locations in the tailored RIPS. In Appendix C, the reason why the tailored RIPS fails under flat fading channels is explained in detail. The unknown channel coefficients corrupt the range estimation. Therefore, the tailored RIPS also has a high error floor.

Furthermore, we investigate the impact of anchor synchronization errors on localization performance. In each Monte-Carlo run, a synchronization error is randomly generated for each anchor in the range of $[0, e]$ following a uniform distribution. We assume accurate knowledge of frequencies. The MAE of position estimates using $g_2$ and $g_3$ are indicated in Fig. 10. As shown in Fig. 10, the influence of the synchronization errors within a few nanoseconds (ns) can be neglected. However, the localization performance degrades significantly, when the synchronization errors are larger than several tens of ns. The higher the SNR is, the severer the synchronization errors impact. Therefore, for a sub-meter localization accuracy, the synchronization errors should be less than 10 ns. The results shown in Fig. 10 are consistent with the discussions in Remark 8.

### VIII. CONCLUSIONS

This paper has proposed a dual-tone radio interferometric positioning system (DRIPS) for a multi-target scenario. In DRIPS, multiple asynchronous targets transmit dual-tone signals, which are well separated from each other, and whose two tones are very close in frequency. At the anchor receiver, these dual-tone signal can create low-frequency differential tones, whose phases bear the range information. Due to the unknown initial time instants of the targets, the biased time-of-arrival (TOA) estimates are achieved by extracting the phase information of the differential tones. Accordingly, low-complexity localization algorithms are developed with the help of synchronous anchors using the the biased TOAs to locate the targets in the resolvable range. The proposed DRIPS is robust to flat-fading channels, and can localize multiple targets simultaneously. The carrier frequency offsets (CFOs) and random initial phases of the local oscillators are also well accommodated in the DRIPS. Furthermore, when accurate knowledge of the tone frequencies is unavailable, the ESPRIT-type algorithm is proposed to estimate the frequencies. Moreover, the Cramér-Rao bounds (CRBs) are derived to show the performance limit. Simulation results corroborate the efficiency of the proposed DRIPS.

### APPENDIX A

#### PROOF OF THEOREM 1

**Proof:** Let us substitute (4) into the cross-correlation terms $x_{l,k}(t)x_{l,q}(t)$. Thus, we achieve

$$x_{l,k}(t)x_{l,q}(t) = \alpha_{l,k}\alpha_{l,q}^*\beta_{l,k}\beta_{l,q}^*e^{j2\pi(f_k-f_q)t+\psi_{l,k}^*}\psi_{l,k} - \psi_{l,q}^*\psi_{l,q}$$

Since $\beta_{l,k}$ in general is different from $\beta_{l,q}$, the unknown flat-fading channels may change the phase of $x_{l,k}(t)x_{l,q}(t)$. Moreover, $\alpha_{l,k}$ is also different from $\alpha_{l,q}$ due to the randomness of the LOs, and thus the term $\alpha_{l,k}\alpha_{l,q}^*$ impacts on the phase of $x_{l,k}(t)x_{l,q}(t)$ as well. According to these unknown parameters, the delay information cannot be extracted correctly from $x_{l,k}(t)x_{l,q}(t)$. If $g_{\text{max}} \leq \min \{|f_k-f_q|, |f_k-f_q+g_k|, |f_k-f_q-g_k|, |f_k-f_q+g_k|, |f_k-f_q-g_k|\}$, we have $x_{l,k}(t)x_{l,q}(t)$ in a different frequency band from $|x_{l,k}(t)|^2$. An LPF can eliminate the nuisance cross terms and only maintain the low-frequency differential tones of $|x_{l,k}(t)|^2$.

#### APPENDIX B

#### PROOF OF THEOREM 2

**Proof:** Suppose that $g_k = g_q$. As a result, the products $|x_{l,k}(t)|^2$ and $|x_{l,q}(t)|^2$ create the low-frequency differential tones with the same frequencies $\pm g_k$. We achieve

$$|x_{l,k}(t)|^2 + |x_{l,q}(t)|^2 = 2|\alpha_{l,k}\beta_{l,k}^* + \alpha_{l,q}\beta_{l,q}^*|^2 + 2\Re\{e^{j2\pi g_k t} (|\alpha_{l,k}\beta_{l,k}|^2 e^{j\psi_{l,k}} + |\alpha_{l,q}\beta_{l,q}|^2 e^{j\psi_{l,q}})\}$$

where the phases are related to the unknown coefficients and unknown delays. Under such a circumstance, the delay information cannot be decoupled from the channel effect and uncertainties of LOs. We cannot extract the delay information for the $k$th and $q$th targets as well, since their differential tones interfere with each other. Therefore, $g_k \neq g_q$ in order to avoid interferences between the autocorrelation terms, and derive the delay information of the targets.
**APPENDIX C**

**THE TAILORED RIPS**

Based on the original RIPS [12], the tailored RIPS involves three anchors and one target in a ranging session. One of the anchors and the target transmit tones at slightly different frequencies. The anchor that transmits is called the reference anchor, and is used for all the other ranging sessions as well. Therefore, for the next ranging session, another two anchors will receive the tones emitted by the target and the reference anchor. Without loss of generality, the random initial phase of the reference anchor, \( \tau \), will receive the tones emitted by the target and the reference anchor, \( \alpha \) is the real-valued amplitude of the tone transmitted by the reference anchor, \( \phi \) is the random initial phase of the reference anchor, \( \delta \) is the known transmission start instant of the reference anchor (as anchors are synchronized), and \( \gamma \) is the known propagation delay between the reference and the \( l \)th anchor. The rest parameters are just the same as defined before.

The received signal \( \tilde{r}_l(t) \) is processed by a square law device (\( |\tilde{r}_l(t)|^2 \)), removed the DC component and sampled. The resulted sample vector \( \tilde{r}_l \) collects the samples of the low-frequency differential tones created by squaring, and can be modeled as

\[
\tilde{r}_l = \left[ \phi_N(g_k) \Phi_N^*(g_k) \right] \left[ \tilde{r}_l \right],
\]

where \( \tilde{r}_l = \alpha_l \phi_l e^{j2\pi(f_l t + b_l t) + \delta_l} \). Thus, an LS estimate of \( \tilde{r}_l \) can be obtained based on (51). The initial phase offsets are canceled out as follows

\[
\tilde{r}_l = \alpha_l \phi_l e^{j2\pi(f_l t + b_l t) + \delta_l} \sum_{k=0}^{K-1} (\alpha_k e^{j2\pi/f_k} - \gamma_k e^{j2\pi/b_k}) \psi_k, \quad \forall l, \forall q \in M,
\]

where \( \gamma_l \) and \( \gamma_q \) are known, and \( \gamma_q - \gamma_l \) is the TDOA of interest. However, due to the unknown channel coefficients, it is impossible to correctly recover the TDOA based on (52). Therefore, the tailored RIPS always fails under the fading channel.

**APPENDIX D**

**DERIVATION OF THE STOCHASTIC PROPERTIES OF \( \tilde{m} \)**

Note that \( \tilde{m} \) is the Nyquist sample vector of \( \tilde{m}(t) \), where \( \tilde{m}(t) \) is the low-pass filtered result of \( m_l(t) \). In this appendix, the subscript \( l \) is employed again for the convenience of the derivation. We first derive the stochastic properties of \( m_l(t) \) and \( \tilde{m}(t) \), respectively, and then the stochastic properties of \( \tilde{m} \) are calculated accordingly.

Let us recall (40) and (38) here

\[
x_{l,k}(t) = \alpha_{l,k} e^{j2\pi(f_l t + b_l t) + \delta_l},
\]

\[
m_l(t) = w_l(t) \sum_{k=0}^{K-1} x_{l,k}(t) + n_l(t) \left( w_l(t) \right)^2
\]

where \( \beta_{l,k} \sim \mathcal{CN}(0, \sigma_{l,k}^2) \) and \( w_l(t) \) is a zero-mean bandlimited complex Gaussian random process with the autocorrelation function (ACF) \( R_B(\tau) = N_0 B \sin(\pi B \tau)/(\pi B t) \) with \( N_0 \) the PSD and \( B \) the bandwidth of the receiver. Moreover, \( \beta_{l,k} \) and \( w_l(t) \) are independent. Hence, the expectation of \( m_l(t) \) is calculated as

\[
E[m_l(t)] = E[|w_l(t)|^2] = R_B(0) = N_0 B.
\]

Furthermore, the ACF \( R_{m_l}(t, \tau) \) of \( m_l(t) \) is computed as

\[
R_{m_l}(t, \tau) = R_B^2(0) + 4R_B(\tau) \sum_{k=0}^{K-1} |\alpha_{l,k}|^2 \sigma_{l,k}^2 \cos(2\pi(f_l - f_l + g_k/2)\tau) \cos(\pi g_k t + \psi_{l,k}) \cos(\pi g_k t + \psi_{l,k}).
\]

Recall that \( B \geq \Delta f_{\text{max}} \) and \( B L_k > 2 g_{\text{max}} \), where \( \Delta f_{\text{max}} \) is defined in (18) and \( g_{\text{max}} = \max\{\gamma_0, \ldots, \gamma_{K-1}\} \). Moreover, we always have \( B \gg B_k \) and assume that \( B - \Delta f_{\text{max}} > g_{\text{max}} \). As a result, the ACF \( R_{m_l}(t, \tau) \) of \( \tilde{m}(t) \) as the inverse Fourier transform of \( R_{m_l}(t, \tau) \) w.r.t. \( t \) and \( \tau \) is still periodic w.r.t. \( t \), the cyclostationarity is reserved in \( \tilde{m}(t) \).

Moreover, the expectation of \( \tilde{m}(t) \) is

\[
E[\tilde{m}(t)] = E[m_l(t)]H(0) = R_B(0) = N_0 B,
\]

which is a constant. Consequently, the covariance \( C_{\tilde{m}}(t, \tau) \) of \( \tilde{m}(t) \) is given by

\[
C_{\tilde{m}}(t, \tau) = R_{m_l}(t, \tau) = R_{m_l}(t, \tau) = E[\tilde{m}(t)]E[\tilde{m}(t - \tau)]
\]

\[
= 4 \sum_{k=0}^{K-1} |\alpha_{l,k}|^2 \sigma_{l,k}^2 \cos(2\pi g_k t + \psi_{l,k}) \cos(\pi g_k t + \psi_{l,k}).
\]

When the difference between \( R_{B_k}(\tau) \) and \( R_{B_k - g_{\text{max}}(\tau)} \) is negligible, and \( \sum_{k=0}^{K-1} |\alpha_{l,k}|^2 \sigma_{l,k}^2 \cos(2\pi g_k t + \psi_{l,k}) \approx 0 \) due to

\[
R_{m_l}(t, \tau) \approx R_B^2(0) + 4R_B(\tau) \sum_{k=0}^{K-1} |\alpha_{l,k}|^2 \sigma_{l,k}^2 \cos(2\pi g_k t + \psi_{l,k}).
\]

\[
E[m_l(t)] = E[|w_l(t)|^2] = R_B(0) = N_0 B.
\]
the random unknown \( \psi_{t,k} \) and a large \( K \), we further achieve the approximation of the covariance of \( \tilde{m}_t(t) \) as

\[
C_{\tilde{m}_t}(\tau) = 4R_{BL}(\tau) \sum_{k=0}^{K-1} |\alpha_{t,k}|^2 \sigma_{\tilde{m}_{t,k}}^2, \quad (61)
\]

which is only related to \( \tau \).

Note that \( \tilde{m} \) is obtained by sampling \( \tilde{m}_t(t) \) at the Nyquist rate \((1/B_L)\). We assume that \( R_{BL}(\tau) \approx 0 \) and \( R_{BL+g_k}(\tau) \approx 0, \tau > 1/B_L \). As a result, the stochastic properties of \( \tilde{m} \) are summarized in (43) and (44).

### APPENDIX E

#### COMPUTATION OF I_B(\( \theta \))

Since the Bayesian information matrix (BIM) \( I_B(\theta) \) is given by (40) as \( I_B(\theta) = E_{\theta}[I_D(\theta)] + I_p(\theta) \), we first calculate \( I_p(\theta) \). Recall that \( \tilde{\beta} = |\beta|^2 \) and \( \beta \sim \mathcal{CN}(0, \sigma_\beta^2) \), \( i \in K \). Thus, every \( 2\tilde{\beta}/\sigma_\beta^2 \) follows an exponential distribution, and they are independent with each other. As a result, the log-likelihood function of \( \tilde{\beta} \) removing constant terms is given by

\[
\ln p(\tilde{\beta}) = -\sum_{k=0}^{K-1} \tilde{\beta}_k^2/\sigma_\beta^2. \quad (62)
\]

Taking (62) into (42), we can obtain \( I_p(\theta) \) in the following

\[
I_p(\theta) = \begin{bmatrix}
0_{2K \times 2K} & 0_{2K \times K} \\
0_{K \times 2K} & \text{diag}(\sigma_\beta^2) - \sigma_\beta^2 \sigma_\beta^2 \\
\end{bmatrix}, \quad (63)
\]

where \( \sigma_\beta = [1/\sigma_\beta^2, 1/\sigma_\beta^2, \ldots, 1/\sigma_\beta^2]^T \).

Now let us calculate the information matrix of the data \( E_{\theta}[I_D(\theta)] \). With the assumption that \( \tilde{m} \) follows a Gaussian distribution and making use of the stochastic properties of \( \tilde{m} \), we have

\[
z \sim \mathcal{N}(\mu(\theta), C_{\tilde{m}}), \quad (64)
\]

where \( \mu(\theta) = h(\theta) + \theta \tilde{\beta}1_K + \mu_m \), \( h(\theta) \) follows (61) and (62). Moreover, \( \tilde{m} \) is the mean and the covariance of \( \tilde{m} \), which are given by (43) and (44) in Section VI. Applying the CRB for the general Gaussian case [38], we arrive at

\[
[I_D(\theta)]_{i,j} = [\partial \mu(\theta)/\partial \theta_i]^T C_{\tilde{m}}^{-1} [\partial \mu(\theta)/\partial \theta_j], \quad (65)
\]

where

\[
[\partial \mu(\theta)/\partial \tilde{\beta}_k]_{n+1} = 2|\alpha_i|^2(\cos(2\pi g_k n + \psi_i) + 1), \quad (66)
\]

\[
[\partial \mu(\theta)/\partial \psi_i]_{n+1} = -2|\alpha_i|^2 \tilde{\beta}_k \sin(2\pi g_k n + \psi_i), \quad (67)
\]

\[
[\partial \mu(\theta)/\partial \psi_i]_{n+1} = -4\pi n |\alpha_i|^2 \tilde{\beta}_k \sin(2\pi g_k n + \psi_i), \quad (68)
\]

Taking all the above ingredients into the BIM \( I_B(\theta) \), we arrive at

\[
\begin{pmatrix}
B_{\psi \psi} & B_{\psi \tilde{\beta}} & B_{\psi \beta} \\
B_{\tilde{\beta} \psi} & B_{\tilde{\beta} \tilde{\beta}} & B_{\tilde{\beta} \beta} \\
B_{\beta \psi} & B_{\beta \tilde{\beta}} & B_{\beta \beta}
\end{pmatrix} \triangleq I_B(\theta), \quad (69)
\]

where \( B_{\cdot \cdot} \) is the submatrix related to \( \alpha \) and \( \psi \), with \( \alpha, \psi \in \{\psi, \tilde{\beta}, \beta\} \). The CRB of \( \psi \) for the flat-fading channel is given by

\[
\text{CRB}_{\psi}(\psi) = |I_B(\theta)|_{i,i}. \quad (70)
\]

Note that in (70), we treat \( \tilde{\beta} \) as unknowns due to the randomness of LOs. Assuming accurate knowledge of \( \tilde{\beta} \), the CRB of \( \psi \) can be simplified based on the block matrices inverse as

\[
\text{CRB}_{\psi}(\psi) = \left( B_{\psi \psi} - B_{\psi \tilde{\beta}} B_{\tilde{\beta} \psi}^{-1} B_{\tilde{\beta} \psi}^{-1} \right)_{i,i}. \quad (71)
\]

In order to reduce the computational complexity, we make use of the approximated covariance matrix \( \tilde{\Delta}^T I_{\tilde{K}} \) to calculate the CRBs, where \( \tilde{\Delta} \) is given by (46) in Section VI. By the proper design of the bandwidth \( B_L \) of the LPE, \( \tilde{\beta}_k \) can be assumed not near 0 or 1/2. As a result, the BIM can be further simplified as

\[
I_B(\theta) \triangleq 4\tilde{N}/\sigma^2 \begin{pmatrix}
\text{diag}(b_{\psi \psi}) & \text{diag}(b_{\psi \tilde{\beta}}) & 0_{K \times K} \\
\text{diag}(b_{\psi \tilde{\beta}}) & \text{diag}(b_{\tilde{\beta} \tilde{\beta}}) & 0_{K \times K} \\
0_{K \times K} & 0_{K \times K} & B_{\beta \beta}^{-1}
\end{pmatrix}, \quad (72)
\]

where \( b_{\psi \psi} = |\alpha_i|^4 \sigma_i^4, b_{\psi \tilde{\beta}} = \pi(\bar{N} + 1)|\alpha_i|^4 \sigma_i^4 \), and \( B_{\beta \beta} = \alpha \alpha^T - \sigma_\beta^2 \sigma_\beta^2 + \text{diag}(4\alpha \alpha^T + \sigma_\beta^2 \sigma_\beta^2) \) with \( \alpha = [|\alpha_0|^2, |\alpha_1|^2, \ldots, |\alpha_{K-1}|^2]^T \). Accordingly, we achieve \( \text{CRB}(\psi) = |[I_B(\theta)]_{i,i}| \) as (47) and \( \text{CRB}'(\psi) = |[\text{diag}(b_{\psi \psi}) - \text{diag}(b_{\psi \tilde{\beta}}) \text{diag}(b_{\tilde{\beta} \psi}) - \text{diag}(b_{\beta \beta})]|_{i,i} \)

as (48) in Section VI.
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